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As our organization prepared
for our Level 5 assessment, there
was no great fear of failure. We

by no means thought we had it made,
but we were confident we were doing
the right things for the right reasons.
We had identified areas of risk, most of
which involved what the CMM calls
“alternate practices.” These are methods
of satisfying the intent of the CMM
that are different than the practices and
subpractices listed in the CMM. We
were unsure how these alternate prac-
tices would be received by an assess-
ment team; however, we decided to do
process improvement our way because
it made sense and it worked. After all,
our ultimate goal was and is to continu-
ally improve our performance, not to
get a rating.

During the assessment, we were
pleased that the highly experienced
assessment team agreed that our alter-
nate practices satisfied the intent of the
CMM. This article discusses some
important processes we have imple-
mented at TIS. All are used because
they work well and they make sense—
the right things for the right reasons.

Management Sponsorship
You have probably heard again and
again that senior management support
is crucial to implementing the CMM—
if something is not a priority to the
people who control an organization’s
future, it will not be a priority to the
organization’s members. Management

support alone is not enough, but with-
out it, you cannot even get the troops
to start.

We were fortunate to have solid
management support at all levels, which
was born from a desire to improve
rather than a desire to win the “get a
level” game. We would have done
things differently if our only goal was to
satisfy the CMM. Our strategic goals
are to improve the quality of our prod-
ucts, improve our estimating accuracy,
improve cost performance, improve
schedule performance, and decrease
cycle time. These goals are set quantita-
tively for the entire division by senior
management. Product-line goals are
kept consistent with division goals.

Packaging Project Plans
There are approximately 24 different
plans referred or alluded to in the
CMM. We did not believe this meant
we should create 24 different planning
documents. We found that when too
many documents were required, people
began to substitute documents for
plans—they spent too much time de-
veloping documents that neither repre-
sented actual planning activities nor
used to manage the projects. We
learned to emphasize true planning
activities more than documents. Our
policy was changed to emphasize that
projects must be planned, and the plan-
ning must be documented. It is a subtle
difference, but by focusing on the activ-

ity more than the packaging, we put the
emphasis on the important part.

Our current simplified view of a
project plan answers five questions:
• What will we accomplish?
• How will we accomplish it?
• How much will it cost?
• How long will it take?
• How much deviation is acceptable?

Requirements must be documented
and configured. The project must have
processes, procedures, and the necessary
support plans. The budget must be
agreed to and configured. The project
must have a schedule that is baselined
and configured. Thresholds or control
limits must be established based on the
project’s capability baseline.

These artifacts are in the form and
location most convenient for the people
who need to use them. A big binder full
of material may be convenient for an
assessment team, but we are in the
business of developing and maintaining
software—not in the business of being
assessed. Usability is the key. A plan that
is unusable becomes shelfware. Our
organizational policy defines project-
planning requirements, but the Ex-
tended SEPG (ESEPG) (see “Product
Lines” section) individually decide the
best way to package processes and plans.

Our product-line approach also
simplifies project planning. By group-
ing similar projects together into prod-
uct lines, many activities, such as con-
figuration management, quality
assurance, intergroup coordination, and
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process documentation, were standard-
ized. This greatly reduced the planning
necessary for individual projects.

Operational Definitions
What is the difference between a process
and a procedure? What is a defect? Hav-
ing terms consistently defined across
your organization is more important
than the correctness of the definition.
Operational definitions are critical, and
the issue becomes more critical the larger
the organization. Defining terminology
is crucial to communicating ideas consis-
tently throughout the organization. We
needed to define terms such as process,
procedure, software development plan,
defect, requirements, capability baseline,
threshold, and control limit. Before
standardizing, even the term “project”
had a different meaning from product
line to product line.

Software Quality Assurance
and Configuration
Management
According to the software CMM, Ver-
sion 1.1, “The purpose of Software
Quality Assurance [SQA] is to provide
management with appropriate visibility
into the process being used by the soft-
ware project and of the products being
built.” Intuitively, it would seem to
make sense to lump both product and
process quality assurance into one KPA;
however, when we tried to implement
this, it was clear that product quality
assurance and process quality assurance
were different activities. They require
different skills, different training, and
are done at different times. The assess-
ment team considered our implementa-
tion of SQA to be an alternate practice.

The focus of our alternate practice
was to break process quality assurance
(QA) apart from product QA. We
formed a team called the Quality Engi-
neering Support Team (QuEST) (see
“Software Quality Assurance in a
CMM Level 5 Organization,” page 11),
whose primary responsibility was to
perform process QA. The product QA
duties were performed by our configu-
ration management (CM) group. Both
QuEST and CM are independent
groups outside of the chain of com-

mand of the projects. This is essential
to ensure cost or schedule problems do
not cause quality to suffer. Their only
responsibility is to assure quality prod-
ucts are being produced and quality
processes are being followed. Project
cost and schedule performance is not
their concern.

Product Quality Assurance
To understand how the CM group
performs the product QA role for us,
you must understand how the CM
group operates in our environment.
Many people still think of CM as hap-
pening only at the beginning and at the
end of a project. At OO-ALC/TIS,
configuration specialists are involved
throughout the process. They check in
and check out baseline work products
and developmental work products.
They schedule and attend peer reviews,
where they often act as recorder, taking
minutes and recording anomalies. They
ensure that the appropriate people have
signed off on any anomalies that re-
quire further investigation or rework.

They are thought of as people like
traffic officers who control the flow of
work products between groups and
phases in the project. In preparation for
peer reviews, they review the work
products for compliance to style guides,
templates, checklists, etc. This leaves
the technical people free to focus on the
technical accuracy of the work product
being reviewed instead of style-guide
details.

Process Quality Assurance
Process QA is handled by our QuEST.
QuEST is a three-person team that
audits projects for compliance to divi-
sion policy. They audit about 80 per-
cent of the division every six to eight
months. Originally, QuEST only re-
viewed software engineering projects.
Now, they also audit non-software
engineering projects and support
groups. They also review the manage-
ment chain of each branch, as well as
the Executive Board, division chief, and
division staff as a group, for compliance
to division policy.

QuEST audits projects with a set of
questions that are taken directly from

our organizational policy. QuEST au-
dits are performed by interviewing
project personnel, including practitio-
ners, lead engineers, and project man-
agers. They produce a report that docu-
ments all noncompliance issues. The
report is peer reviewed with the SEPG.
The project manager gets a chance to
review the draft report for inaccuracies.
When the report is finished, the results
are briefed to the project team and its
management chain. The project’s
progress toward resolving the noncom-
pliance issues is tracked in monthly
project management reviews.

When the QuEST was first formed,
members of projects looked upon it less
than favorably. QuEST members were
thought of as process police—people
who were going to get them into
trouble or cause them work. We believe
this was limiting our process improve-
ment progress. We needed to change
people’s attitudes toward the QuEST
group and process improvement in
general.

QuEST decided to emphasize service
to the projects. As QuEST members
were doing their reviews, they tried to
view all potential noncompliance issues
from the project’s perspective. The
QuEST worked as hard on understand-
ing the problem and making a workable
recommendation as they did on finding
the problem. Since most of the early
problems were common across the orga-
nization, consistent recommendations
led to consistent implementation of
policy across the entire organization.

Once the project members per-
ceived the SQA group as doing some-
thing for them (instead of to them),
their attitudes started to change, and so
did the culture of the organization.
Before our Level 5 assessment, we even
had a group call the QuEST and com-
plain that nobody from their functional
area had been interviewed during the
last project audit. This was a complete
change from the earlier attitude.

Product Lines
Sometimes, the smallest adjustment can
make the biggest difference; just chang-
ing the way you look at a problem can
make the solution suddenly seem obvi-
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ous. For years, we struggled while we
tried to make everything from 100-
person projects to one-person projects
fit the CMM as it was written—verba-
tim. This was like creating one set of
rules for both football and golf. Using
one model for different types of
projects was the wrong thing for the
wrong reason.

When we began to implement the
CMM, we wanted to compartmentalize
our process definition and improve-
ment by product line. However, be-
cause we knew little about the CMM
and were concerned about levels and
what assessment teams might think, we
decided to try to make one size fit all. It
was a safe move and probably the right
one at the time. However, as we began
to deal with higher-maturity level is-
sues, we realized we had to align our
process improvement efforts with the
way work was being done. Our early
Level 4 implementation efforts failed
because we were trying to force differ-
ent product lines to do things exactly
the same way.

One of our first Level 4 break-
throughs occurred when a few members
of the Software Engineering Process
Group (SEPG) visited Boeing Space
Trasportation Systems, which at the time
had recently been assessed at CMM
Level 5. Boeing shared the concept of
the ESEPG. The concept is that those
who use the process should be in charge
of process improvement. The visit with
Boeing, plus the fact that the latest draft
of CMM, Version 2 addressed the prod-
uct-line concept, gave us the confidence
to reorganize our process improvement
initiative along product lines.

Extended Software Engineering
Process Group
The ESEPG is a group at the head of
each product line that takes on some
SEPG duties. The group consists of
project managers, supervisors, and lead
engineers who work part time on pro-
cess improvement issues. They work
closely with the organizational SEPG to
ensure efforts of each product line are
consistent with organizational policy.
They also coordinate defect-prevention
activities at the product-line level. They

meet quarterly to review defect data
and causal analysis action items.

Because they are connected to the
work, the ESEPGs have unique insight
into the better ways to implement orga-
nizational policy and prevent defects in
their product line.

By allowing the ESEPGs to imple-
ment product-line-specific solutions
consistent with organizational policy,
we allowed product-line differences to
strengthen the organization instead of
weakening it. Quantitative Process
Management (QPM), Software Quality
Management (SQM), and Defect Pre-
vention (DP) activities are performed
on pure product-line data by the people
who manage the process.

Intergroup Coordination
When implementing the CMM, people
like a discrete set of activities. Just do
these tasks, and requirements manage-
ment is covered; do these other activi-
ties, and project planning is satisfied.
This makes for an understandable
model. However, in the application of
this model to real situations, the dis-
crete independent nature of the activi-
ties is not so clear or even desirable. Do
you want to have a separate meeting for
every activity in the CMM that implies
people need to meet? This type of
implementation is advocated by some
people because it is simpler to explain.
It makes it easier to measure and easier
to verify. And if the process were the
product, it would probably be the best
implementation.

However, in the real-world applica-
tion of the CMM, virtually everything
is integrated. Every KPA contains ac-
tivities that touch or affect virtually
every other KPA. The same applies to
intergroup coordination. This is one of
the more important KPAs, but it is
mostly comprised of activities that are
not activities unto themselves but are
modifiers of other activities. If a re-
quirements review is the activity, having
all affected groups represented at the
review is not a separate activity—it
describes the right way to hold the
requirements review.

The assessment team was impressed
with the intergroup coordination not

being just a set of activities or meetings
to be attended—it was a philosophy
inherent in all our activities. All groups
are involved in requirements definition,
all groups have input to the project
plans, all affected groups are represented
in peer reviews, and requirements
changes are reviewed and agreed to by all
affected groups. Our intergroup coordi-
nation is built directly into and distrib-
uted across the entire process.

Measurement
It seems as though the CMM says to
measure everything and gives countless
examples of what to measure, most of
which are the kinds of things on which
you would never do statistical analysis.
Therefore, it is important to know the
difference between measuring to know
the status of an activity and measuring
for statistical analysis.

For instance, minutes of a require-
ments review or technical percent com-
plete from a status review are examples
of measurements. From these measure-
ments, individual managers can deter-
mine the status of their projects. How-
ever, to do statistical analysis on this
data, these attributes should be mea-
sured consistently across the organiza-
tion. The measurement should be made
by the people doing the work and
should be based on agreed-to defini-
tions. This is why the requirement to
measure is integrated throughout the
CMM, but the concept of using statisti-
cal techniques is not required until
Levels 4 and 5, when your measure-
ment capabilities have grown and ma-
tured to the point where you have data
that is consistent and suitable for statis-
tical analysis.

Everything you measure costs
money and takes time. To measure it
with the rigor required for statistical
analysis costs even more. We focused on
automating the measurements we
needed to produce our core metrics for
cost, schedule, and quality. We measure
hours of effort by process block, techni-
cal percent complete, start and stop
dates, and source lines of code. For
defects, we record process block in-
jected and block detected, type, sever-
ity, and a description. Our strategy is to
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measure these attributes against blocks
in our process.

Quantitative Project
Management vs. Quantitative
Process Management
Managing projects is not the same as
managing processes. Project manage-
ment is a real-time activity, like sailing a
ship from London to New York. Once
under way, your main concern is where
we are now, and what is the most effi-
cient way to get where we are going.
Quantitative process management is
about using data to plot a safer, faster
course for the next voyage.

Unfortunately, many metrics pro-
grams are not made to do both. For
instance, the Cost Schedule Control
System is made to manage open, active
projects—not to analyze process perfor-
mance of closed projects. Many systems
also are overly complicated, requiring a
class in how to interpret them every
time there is a management review.

Our simple metrics program treats
cost, schedule, and quality as separately
derived attributes of status. Cost vari-
ance is based on planned cost and in-
curred cost to date, which we can accu-
rately measure. Schedule variance is
based on planned schedule performance
and actual schedule performance. Ac-
tual schedule performance is deter-
mined from a combination of earned
value for completed milestones and
technical percent complete estimates
from the people working uncompleted
milestones.

Cost variance is measured in dollars,
and schedule variance is measured in
days. Actual schedule performance is
estimated as accurately as possible based
on all available data—not merely com-
pleted milestones, which may be too
hard to plan in small enough incre-
ments to be accurate. Our primary
quality metrics are defect detection
ratio (yield), defect density, and defect
injection rate.

Our system works for both project
management and process management.
The main difference is that project man-
agement metrics are calculated on open,
active projects. On the other hand,
planned cost performance, planned

schedule performance, budget at
completion, and schedule at completion
are taken from the latest negotiated
agreement with the customer. Again, the
emphasis is on how we get from where
we are today to where we want to be.

Process management metrics are
calculated from data on closed projects.
The same attributes are used, but are
taken from the original estimates, plus
estimates from negotiated functional
requirements changes. The emphasis is
on making better estimates and produc-
ing more viable project plans. Averages
and standard deviations for our core
process management metrics and other
product-line-specific metrics make up
the capability baseline for each product
line. These are reviewed quarterly by
the ESEPG and updated with the data
from projects closed within the last
quarter. The capability baseline data is
then used to estimate new projects.

Quantitative Process
Management, Software Quality
Management, and Defect
Prevention
Many people think of project status in
terms of cost and schedule. High-matu-
rity organizations view status in terms
of cost, schedule, and quality. Quantita-
tive process management and software
quality management are essentially the
same activities: One is performed on
cost and schedule data, the other on
defect data. However, when the CMM
was written, it was probably uncom-
mon or even controversial to think of a
defect detection ratio as a project status
indicator.

In our implementation, quantitative
process management, software quality
management, process change manage-
ment, and defect prevention are tightly
integrated activities. One reason we
jumped from a Level 3 to a Level 5 is
once we had the data to do software
quality management (defect types,
block injected, block detected, severity,
etc.), we had everything we needed to
do defect prevention. Once we had the
data necessary to do quantitative pro-
cess management, we realized we had
everything we needed to do process
change management, so we pushed

back our assessment approximately one
year and pursued Level 5.

Our approach was to measure con-
tinuously and analyze periodically.
Cost, schedule, and quality data are
measured continuously by the people
doing the work. We tried to automate
this as much as possible, using single-
point-of-entry systems. For instance,
when we first started gathering defect
data from peer reviews, an engineer
would record anomalies on a form.
Then, at the review, valid anomalies
would be manually recorded in the peer
review minutes. Then, the project
leader would enter the defect data into
a spreadsheet to make it easier to ana-
lyze. If we wanted to analyze the data
from several projects together, we again
somehow had to combine it. This was
an overly redundant and time-consum-
ing process.

One product line solved this problem
by integrating a defect database with a
CM database that was already being
developed. Now, the reviewer enters
anomaly data directly into a database. At
the review, the anomalies are brought up
online and marked as valid, invalid, or
duplicate. Since it is integrated with the
CM database, products cannot be con-
figured unless all valid anomalies are
resolved and checked off in the database.
This database also has standard pull-
down menus for defect type, process
blocks, severity, and a text field to record
a description. Most engineers do not
mind recording data if it is quick and
easy and does not get in the way of what
they consider the real work. We also
leveraged off our time-accounting sys-
tem to measure effort by process block.
Now, when people charge time to a
project, they also have to attribute it to
the process block.

If you minimize redundant handling
or entering of the data and automate
the analysis, people will participate.

The ESEPGs meet quarterly to
review the data and update their capa-
bility baseline as necessary. Cost, sche-
dule, productivity, and quality data are
analyzed. Defect detection ratios and
defect injection rates are calculated for
each process block. Pareto diagrams are
done for defect type, block injected,
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block detected, severity, rework by
process block, etc. As a result of this
analysis, action items are assigned, and
(if necessary) action teams are formed
to further analyze process problems,
causes of defects, or opportunities for
improvement. The ESEPG also acts as
the Configuration Control Board for
product-line process changes.

Process Change Management
and Technology Change
Management
Because these two KPAs are similar, we
combined the implementation into the
same process. The Technology Change
Management (TCM) process is an open
process supported by an Intranet-based
database accessible by everyone in the
organization; anyone can submit pro-
posals via the Intranet. The SEPG
screens the proposals and facilitates as
necessary. The key concept is that tech-
nology and process changes happen all
the time. All we are trying to do is get
people involved in using a consistent
process to plan, evaluate, and imple-
ment changes. We do this by offering a
way for them to formally propose ideas
and resources to evaluate and test new
technologies and a forum to publicize
their results.

The TCM database is a repository
for technology proposals and data. The
SEPG only gets formally involved in
the evaluation if they are requested to
do so or if the proposal affects multiple
product lines. Issues that affect only
one product line are handled by the
ESEPG. The SEPG wants to be viewed
as supporting technology and process
change initiatives at all levels of the
division—not controlling them.

One way we evaluate major new
technology or process changes is to
pilot them on a small controlled scale.
For example, one pilot project imple-
mented the Team Software Process
(TSP). Project members tailored a pro-
cess from our existing development
process, adding in the detail necessary
for the TSP.

Conclusion
In the past, the term “software engi-
neering” was usually an oxymoron. The
enterprise of developing and maintain-
ing software was not disciplined enough
to be considered engineering, and the
occurrence of post-release defects was
considered an annoying but expected
problem. Discipline is what the CMM
and other such models offer. However,
like any model, it needs to be applied

with common sense. Treat the CMM as
a guide, strive to understand the con-
cepts on which it is based, then do the
right things for the right reasons. ◆
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